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1 Introduction

Detonation wave exhibits an unsteady and complex multi-dimensional cellular structure [1]. The cou-
pling of the chemical reactions and the hydrodynamic instability is vital for the cellular detonation
propagation. Previous studies revealed that the cellular structure got irregular for increased y parameter
and reduced activation energy, due to the interactions between gas dynamics and chemistry [2]. For
lower isentropic coefficient, another mechanism came into play, during the triple point collision. In-
deed, forward jets can interact with the Mach stem to develop another Mach stem, increasing also cell
irregularity [3]. In addition, the geometry could also influence the regularity of the cellular structure,
when the cell size becomes comparable to the characteristic length of the confinement [4, 5].

The mixture instability influences the ignition mechanism downstream of the leading shock front.
In weakly unstable mixtures for which the reaction length is much longer than the induction length [6],
the cellular structure is regular and the adiabatic compression of the leading shock front is the dominant
mechanism for the ignition, which results in the good agreement of the dynamical behavior with the
the steady ZND model. The transverse waves thus play a minor role in the propagation in regular
cellular detonation [2]. On the other hand, the detonation in the unstable mixture has a irregular cellular
structure. The discrepancy from the ZND model in the detonability limit becomes more apparent as the
mixture instability increase [7]. Indeed, about 40% of the shocked gas can not ignite from the shock
compression and the rest of the shocked gas are considered to be burnt by the turbulent flame behind
the front in these mixtures [8]. Furthermore, the transverse waves contribute to the propagation of the
detonation with irregular cell [2].

Lundstrom and Oppenheim [9] showed experimentally that the induction length became longer due
to the unsteady expansion behind the leading shock. Dormal et al. [10] obtained the distribution of the
induction time inside the cell by the emission spectroscopy of hydrooxyl radical and showed that the
local induction time increased along the cell. Pintgen et al. [11] utilized the planar laser induced fluo-
rescence technique to visualize the reaction front structure of detonation. They showed the nature of the
disturbances in OH species induced by the variations in the strength of the leading shock front associated
with the transverse wave instability of detonation. Later, Austin et al. [12] applied this methodology for
the various mixture with different instabilities and found that the reaction front structure became more
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complex as the reduced activation energy increased from the neutral stability curve. Besides, Hu et
al. [13] numerically studied the structure in H»/O,/Ar cellular detonation and found that a consider-
able region of the gas in a cell was ignited by the incident shock wave and transverse wave. Recently,
Frederick et al. [14] analyzed the coupling of the leading shock front and the chemical reaction by a
statistical analysis of the shock velocity and the induction length based on simultaneous schlieren and
broadband chemiluminescence image. For stable mixtures, the joint pdf of the leading shock speed and
the chemical length followed the trend by the quasi-steady model. Whereas for the unstable mixture, the
pdf followed only the trend given by the quasi-steady model during the high-speed portion of the front.

Despite these aforementioned efforts, Eulerian point of view has a difficulty in tracking the history
of gaseous particles to analyze the evolution of the chemical species and the thermodynamic properties,
as Taylor et al. [15] pointed out. The Lagrangian point of view has a merit for this purpose. In some
previous studies [16-20], the analysis using the Lagrangian particle tracking method was used and
succeeded in getting insight behind the detonation front. However, the distribution of the induction time
and reaction time inside the cellular structure from the Lagrangian point of view have yet to be discussed.
To deepen our knowledge for the chemical structure of cellular gaseous detonation, the unsteady two-
dimensional (2D) numerical simulations using the Lagrangian particle tracking method and the detailed
chemistry have been conducted for one weakly unstable mixture.

2 Numerical setup and problem statement

The governing equations for the gaseous phase are the 2D reactive compressible Navier-Stokes equa-
tions, with the ideal equation of state. The chemical reaction mechanism proposed by Hong et al. [21],
which considers 9 species (Hz, O2, H, O, OH, H2O, HO2, H2O> and Ar) and 20 elemental reaction, is
used. The other numerical models and methods were the same as our previous study [22].

The trajectory of the massless Lagrangian particles are obtained by a Lagrangian particle tracking
method. The position of the Lagrangian particles are updated using the gas velocity at the Lagrangian
particle position. The time when the massless gaseous particles passed the leading shock front can thus
be recorded, as well as for other variables such as maximum thermicity time.

The fully developed two-dimensional gaseous detonation propagated in the two-dimensional straight
channel. 70% diluted stoichiometric hydrogen oxygen mixture 2 H, —O, —7 Ar at ambient conditions
(0.1 MPa and 300 K) was utilized as the target gas. The channel widths was 2.6 mm. The out flow
boundary was applied to the left end. The grid was uniform and was equal at 2.0 um from the region
from the shock front up to 20.6 mm behind the front. Then, the grid was stretched. The grid resolution
was about 38 points per the CJ induction length (z;,q) and this resolution was enough to reproduce the
feature of the instantaneous flow field for weakly unstable mixtures [23]. The length of the propagation
was about 1000 z;,q by the recycling block technique [24]. The average cell width in the simulation
was estimated as 1.3 mm. The average propagation velocity agreed with the CJ velocity in the present
conditions.

The massless gaseous particles were initially located in the fresh mixture in every grid point. The
number of these particles inside the computational domain changed during the simulation due to the
recycling block method and were around 34 millions. In order to obtain the reaction time for each
Lagrangian particle, the same simulation was repeated two times. In the first simulation, the maximum
thermicity value and its time for each Lagrangian particle were recorded to estimate the induction time.
After the first simulation to record the maximum thermicity, the second simulation was conducted with
the same initial conditions and numerical methods and the half pulse width of thermicity was recorded
to obtain the reaction time. In this study, the induction time is defined as the time from the leading shock
front passage to the time when the thermicity became maximum, and the reaction time is defined as the
time within the half thermicity pulse width.
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Figure 1: p-T diagram. (a) induction time from OD constant volume simulation, (b) reaction time
from 0D constant volume simulation, (c) Joint pdf for the unburned mixture behind the shock front in
simulations. The unburned mixture whose H, mass fraction was higher than 0.1275 and slightly lower
than its initial value was taken into account. The white solid line represents the state along the Rankine-
Hugoniot line. The white broken line is the state behind the reflected shock wave. The white circle,
triangle and square indicate the states for the von Neumann state at the CJ velocity, 0.8 CJ velocity and
1.2 CJ velocity, respectively.

3 Results and discussions

Figure 1 depicts the induction time, reaction time from 0D constant volume simulation and the joint pdf
for the states of the unburned mixture from simulation results in p-T" diagram to understand how the
unburned mixture reacts and the chemical times are dependent on the thermodynamic state just behind
the shock fronts. The induction time showed a strong temperature dependency and changed by orders
of magnitude with respect to the initial temperature (Fig. 1(a)). In addition, the effect of initial pressure
on induction time was less significant. On the other hand, the dependency of the reaction time with
respect to the initial pressure was higher than that of the initial temperature (Fig. 1(b)). The state for
the unburned mixture behind the front was mostly distributed along the Rankine-Hugoniot line below
the CJ state (Fig. 1(c)). However, some portion of the unburned gas lay along the shocked gas from the
Hugoniot curve, due to the transverse wave.

The variations in the cells are shown in Fig. 2. Here, the transverse wave time was defined as the
time from the leading shock passage to the time when the Lagrangian particle experienced the transverse
wave. The front structure and the cell were regular in 2 H, — O, —7 Ar mixture (Figs. 2(a,b)) and the
strong transverse wave structure occurred in the second part of the cell (Fig. 2(a)). The distributions
of the induction time, the reaction time, and the transverse wave time were non uniform inside the cell
(Figs. 2(c,d,f)). The first observation on the induction time was that the induction process finished within
1/2 of the cell cycle (Fig. 2(c)). The second observation was that the main heat release occurred within
1/4 of the cell cycle (Fig. 2(d)). The induction time did not monotonically increase along the cell as
in Dormal et al. [10], who obtained it from an Eulerian point of view. The maximum induction time
could be found around the center of the cell in its second part in our case. This discrepancy could be
ascribed to the differences in the definition of the induction time. It was confirmed that the same trend
as in Ref. [10] could be obtained if the same definition was used (not shown here). The distribution of
the reaction time was also non uniform inside the cell, with a maximum around the center of the cell in
the first part of the cell (Fig. 2(d)). The reaction time then decreased from the first to the second part
of the cell, due to the transverse waves. The ratio of the induction time to the reaction time (Fig. 2(e))
was smaller than one in the first part of the cell and around the edges of the cell in its second part. This

29" ICDERS - July 23-28, 2023 — SNU Siheung, Korea 3



Watanabe, H. Chemical structure of cellular detonation

(c) Induction time normalized by (e) Ratio of induction time
(a) Thermicity [1/ps] (cell length / CJ velocity) to reaction time
O W 5.0 ] N 0.50 O.1HN log N30

L\

ol —

/-]

—_

( :

O‘F_'_""ﬁ_'_'_'ﬁ_'_"—_‘
2 1 0 3 2 1 0 3 2 1 0
Position [mm] Position [mm] Position [mm]

(d) Reaction time normalized by (f) Transverse wave time normalized by
(cell length / CJ velocity) (cell length / CJ velocity)
J N 0.25 o] = M 1.00

" e

(b) Maximum pressure [MPa]
O.1HE 10.0

Position [mm)] Position [mm)] Position [mm]

Figure 2: Variation in the cells. (a) Instantaneous 2D flow field for thermicity, (b) maximum pressure,
(c) induction time T7i,q normalized by L/Dcj, (d) reaction time Tyeae normalized by L/ D¢y, (e) ratio
of induction time to reaction time Tinq/Treac, (f) normalized transverse wave time 7pw/(L/Dcy). The
Lagrangian data are displayed in (c,d,e,f) in their initial position.

meant that power pulses originating from neighboring particles will overlap [2]. This ratio increased up
to 30 locally due to much shorter reaction time in the regions where the collision of the transverse waves
occurred. This is consistent with the analysis of Figs. 1(a,b). The Lagrangian particles experienced the
transverse wave within one cell cycle (Fig. 2(f)). The transverse wave time were longer at the center
line of the cell and particularly near the start of the cell cycle. On the other hand, near the edges of the
cell in its second part, the Lagrangian particles experienced the transverse wave before approximately
the CJ induction time.

The time sequence of the induction time is presented in Fig. 3. In the first part of the cell where the
Lagrangian particles experienced the Mach stem, the induction time were shorter due to higher initial
temperatures behind the leading shock (Figs. 3(a,b) and 1(a)). The ignition was induced by the adiabatic
shock compression without the effect of the transverse wave (see Fig. 2(f)). In the second part of the
cell near its edges, the Lagrangian particles experienced the transverse waves soon after the passage of
the incident shock front, resulting in shorter induction time despite the lower initial temperature by the
weak leading shock front (Figs. 3(c,d,e,f)). As for the Lagrangian particles initially located around the
center of the cell in the second part of the cell, the induction process was enhanced by the transverse
wave passage and after the collision of the triple points (Figs. 3(d,e,f)).

Although the transverse waves were considered to play the minor role in the propagation of the
weakly unstable cellular detonation in the previous studies [2, 6], the present results clearly showed that
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Figure 3: Time sequence of instantaneous 2D flow fields of the induction time. Only the Lagrangian
particles whose time from shock front passage is less than the induction time are displayed. The lines are
the density Schlieren and the gray contour in the background is the maximum pressure. The detonation
propagated from the left to the right and the time passed from (a) to (f).

the transverse waves did contribute to enhance the chemical reactions, even in the weakly unstable case.

4 Conclusions

The chemical structure of a weakly unstable cellular gaseous detonation was studied by 2D numerical
simulation with the Lagrangian particle tracking method. The distribution of the induction and reaction
times inside the cell was obtained for the first time. Due to the decaying leading shock front and the
transverse wave structure, the chemical times were non-uniform. The induction time became maximum
around the center of the cell in its second part. The reaction time also became shorter in the second part
of the cell due to higher initial pressure by the transverse wave. This may result in the incoherence of the
power pulses from neighbor particles. The induction process completed within the half of the cell cycle
and transverse waves played a key role in enhancing the chemical reaction even in the weakly unstable
cellular detonation.
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