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1 Introduction

The Chapman-Jouguet (CJ) theory succeeds in predicting the detonation propagation velocity for the
ideal case without losses. However, the detonation propagation velocity is known to be affected by
boundary conditions due to mass, momentum and energy losses and becomes lower than the CJ veloc-
ity [1]. The detonation propagation velocity in tubes and channels is dependent on the inverse of the
tube diameter. Several phenomenological models were proposed to explain this trend. Zel’dovich [2]
firstly formulated a quasi one-dimensional model, which took into account the wall friction and heat
transfer. In addition, Manson and Guénoche [3] proposed that the chemical reactions near the wall were
quenched due to the isothermal condition so that only the heat release in the core of the flow contributed
to the propagation of the detonation. Furthermore, Fay [4] showed that in the shock frame coordinates,
the boundary layer growth induced a negative displacement, influence of which was similar to that of a
flow divergence.

These phenomenological models succeeded in reproducing the trend of the propagation velocity
with the tube diameter. For example, Shi et al. [5] compared their experimental results with the models
of Zel’dovich and Fay, and the velocity deficits in the loss governed regime were well captured by
Zel’dovich model. However, the characteristics of the boundary layer such as the skin coefficient and
the displacement thickness are required in the models of Zel’dovich and Fay, respectively. Moreover,
the determination of the skin friction and the heat flux are of major concerns for detonation combustors.
Chinnayya et al. [6] and Sow et al. [7] numerically studied the characteristics of the viscous boundary
layer behind the detonation propagating in narrow channels. The Reynolds number and the power
exponent of the displacement thickness suggested that the viscous boundary layer could be considered to
be laminar. They also found that the boundary layer got thinner and the skin coefficient was higher than
that of the Blasius law. Xiao et al. [8] indicated that the boundary layer behind H2/O2/Ar detonations was
laminar from the value of the Reynolds number, which was estimated using the ZND model with lateral
strain rate. In addition, the boundary layer induced losses was evaluated from the Dn − κ curve in two
different exponential diverging channel experiments. Furthermore, Damazo et al. [9] experimentally
investigated the heat flux behind stoichiometric hydrogen detonations and the heat transfer rate was
consistent with the prediction for laminar boundary layer.
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Nevertheless, the understanding of the boundary layer behind the detonation front is still limited up
to now. Moreover, there were no numerical attempt to obtain the mean characteristics of the viscous and
thermal boundary layer behind the leading front in a two-dimensional (2D) straight channel. To address
this problem, 2D numerical simulations with detailed chemistry were performed in order to characterize
the viscous and thermal boundary layers in the mean detonation driving zone (DDZ), which is the
relevant region for its propagation.

2 Numerical setup and problem statement

The governing equations for the gaseous phase are the 2D reactive compressible Navier-Stokes equa-
tions, with the ideal equation of state. The chemical reaction mechanism proposed by Hong et al. [10],
which considers 9 species (H2, O2, H, O, OH, H2O, HO2, H2O2 and Ar) and 20 elementary reaction, is
used. The other numerical models and methods were the same as our previous study [11].

The fully developed two-dimensional gaseous detonation propagated in a two-dimensional straight
channel. Two types of reactive mixtures have been investigated: 70% diluted stoichiometric hydro-
gen oxygen mixture 2 H2 – O2 – 7 Ar and stoichiometric hydrogen oxygen mixture 2 H2 – O2 at ambient
conditions (0.1 MPa and 300 K). Thus the effect of the instabilities on the mean characteristics of the
boundary layer can be assessed. The channel widths for 2 H2 – O2 – 7 Ar and 2 H2 – O2 mixtures are 2.6
mm and 2.0 mm, respectively. In addition to the two types of reactive mixtures, two types of the non slip
wall condition, i.e. adiabatic and isothermal wall at 300 K were simulated to study the viscous and ther-
mal boundary layers. The outflow boundary was applied to the left end. The grid was uniform and was
equal at 2.0 µm and 1.6 µm from the region from the shock front up to 20.6 mm and 11.5 mm behind the
front for the 2H2-O2-7Ar mixture and 2H2-O2 mixture, respectively. Then, the grid was stretched. The
grid resolution was about 38 and 30 points per the CJ induction length (xind) for 2H2-O2-7Ar mixture
and 2H2-O2 mixture, respectively. This resolution has been shown to be largely sufficient to capture the
mean structure [12]. The recycling block technique [7] was applied to enable the detonation to propa-
gate a distance long enough to obtain statistical values. The length of the propagation for the average
procedure was about 1000 xind for 2 H2 – O2 – 7 Ar mixture and 1200 xind for 2 H2 – O2 mixture. The
average cell width in the simulations was estimated as 1.3 mm and 0.7 mm for 2 H2 – O2 – 7 Ar mixture
and 2 H2 – O2 mixture. The average propagation velocity agreed with the CJ velocity in the present con-
ditions. The Favre average 2D flow field in the instantaneous shock frame [7] was obtained to evaluate
the mean characteristics of the viscous and thermal boundary layers.

3 Results and discussions

Figure 1 depicts the Favre average 2D flow fields for the x-velocity in the shock frame for two reactive
mixtures and the two wall conditions. The development of the negative displacement thickness could be
clearly seen in Fig. 1, as in the Fay model and the previous numerical studies [6,7]. After the passage of
the leading shock front, the flow in the core region was accelerated by the exothermic chemical reaction
and the momentum diffusion from the non-slip wall.

The note to point out was that the viscous boundary layer for the case with the isothermal wall at
300 K was thicker than that with the adiabatic wall, even though the general picture was the same. The
kinematic viscosity near the adiabatic wall became larger than that with the isothermal wall and their
ratio was about 60 and 160 times for 2 H2 – O2 – 7 Ar and 2 H2 – O2 mixtures, respectively. This resulted
in the thicker viscous boundary layer in the case with isothermal wall for the same reactive mixture,
especially for the non-diluted mixture.

The Favre average 2D flow fields for the temperature and OH mass fraction for the two reactive
mixtures with isothermal wall condition are shown in Fig. 2. The thermal boundary layer developed
behind the leading shock front of detonation. The thickness of the thermal boundary layer was slightly
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Figure 1: Favre averaged 2D flow fields for x-velocity in shock frame. (a) 2 H2 – O2 – 7 Ar mixture with
adiabatic wall, (b) 2 H2 – O2 – 7 Ar mixture with isothermal wall at 300 K, (c) 2 H2 – O2 mixture with
adiabatic wall, (d) 2 H2 – O2 mixture with isothermal wall at 300 K. Black arrows represent the velocity
vectors in the shock frame.

larger than that of the viscous boundary layer as Prandtl number was about 0.72 and 0.85 inside the
thermal boundary layer for the diluted and non-diluted mixtures, respectively. However, the distributions
of the chemical species inside the thermal boundary layer were different from those outside and the
chemical reactivity inside the thermal boundary layer was also not active, as envisioned by Manson and
Guénoche [3]. Moreover, the mass fraction of H2O inside the thermal boundary layer for the diluted
and non diluted mixture at 200 xind behind the front was 0.11 and 0.95, respectively. Therefore, the
effect of the condensation could be expected to play a role. Owens et al. [13] also pointed out that
the modeling of wall water condensation was needed to have a better estimation of wall losses, for
performance estimations.

The skin coefficient and Stanton number as a function of local Reynolds number are illustrated
in Fig. 3. The skin coefficient cf , Stanton number St and Reynolds number Re were defined by the
following equations, referring to the previous study on the shock induced laminar boundary layer of
Mirels [14].

cf =
τw
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)
w

(1)
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Here, τw, ρw, ulab,c, µ, q̇w, hc, hw, λ, ushock,c, xs, and νw are the wall shear stress, density on the wall,
x-velocity in laboratory frame at the center line, viscosity, wall heat flux, enthalpy at the center line,
enthalpy on the wall, thermal conductivity, x-velocity in shock frame at the center line, the distance
from leading shock front, and the kinematic viscosity on the wall, respectively.

The skin coefficients followed the same similar trend for the same wall condition regardless of the
mixture instabilities. However, the isothermal case was always lower than the adiabatic case.
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Figure 2: Favre averaged 2D flow fields for temperature and OH mass fraction, with isothermal wall at
300 K. Top: 2 H2 – O2 – 7 Ar mixture, (a) temperature, (b) OH mass fraction. Bottom: 2 H2 – O2 mixture,
(c) temperature, (d) OH mass fraction. White arrows are the velocity vector in the shock frame.

Table 1: Coefficients of the skin coefficient cf ∝ Re−α for the adiabatic case.

Adiabatic case Region 1 Region 2

2H2-O2-7Ar 0.09 0.63
2H2-O2 -0.13 0.60

Table 2: Coefficients of the skin coefficient cf ∝ Re−α for the isothermal case, Tw = 300K.

Isothermal case Region 1 Region 2

2H2-O2-7Ar 0.16 0.93
2H2-O2 0.59 -

The skin coefficient could be approximated piecewise as cf ∝ Re−α. From the graphs, two regions
could be distinguished with different values of the α coefficient, which are given in Tables 1 and 2.

The α coefficient in the two regions was different from the suggestion of Mirels for turbulent flow
of 0.2. It was closer to the laminar behavior of 0.5 for the cases with adiabatic wall for region 2. It differs
also with Sow’s [7] estimate of ∼ 1, determined for very weakly unstable cases. Previous experimental
results [8, 9] have highlighted that the flow downstream of the front was most probably laminar.

The Reynolds number where the slope for the skin coefficient was most different from the theory
without pressure gradient in the region 1 correspond to the region where the thermicity and the pressure
gradient were the highest. In addition, separation in the viscous boundary layer was observed and
was located at around 6.5 to 9.0 xind behind the front for 2 H2 – O2 mixture with the isothermal wall
condition. The viscosity was lower near the isothermal wall at 300 K and thus the separation was
perhaps more prone to occur than in the case with adiabatic wall. Moreover, the boundary layer could
be separated due to the strong adverse pressure gradient induced by the interaction of the transverse
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Figure 3: Favre averaged 1D profiles for the (a) skin coefficient, (b) Stanton number as a function of
Reynolds number.

Table 3: Coefficients of the Stanton number St ∝ Re−α for the isothermal case, Tw = 300K.

Isothermal case Region 1 Region 2 Region 3

2H2-O2-7Ar 0.18 0.30 0.64
2H2-O2 0.73 0.35 0.73

waves with unburnt pockets near the isothermal wall.
Given that Cohen et al. [15] showed that the pressure gradient affected the shear stress and the

Reynolds analogy for laminar compressible flow, the pressure gradient can be considered to be the
factor for the change in the slope for the skin coefficient. Other possible reasons could be the repeated
impingement of the transverse waves on the boundary layer and the separation of the boundary layer.
These might be the reasons why Kitano et al. [16] increased the skin coefficient in Zel’dovich 1D model
to match the experimental results.

The curve for Stanton number showed a similar trend for the two mixtures. The first change of slope
was also observed for the region with high pressure gradient and thermicity. The Stanton number could
also be approximated piecewise as St ∝ Re−α. From the graphs, three regions could be distinguished
before the plateau value, with different values of the α coefficient, which are given in Table 3.

Far behind the front, the skin coefficient in the adiabatic wall cases was similar to the values of
5 × 10−3 estimated by Edward et al. [17] from the pressure, velocity and heat flux measurements and
6.2 × 10−3 calibrated against the experimental measurement of heat flux by Radulescu et al. [18].
This might be the reason why the constant value of 6.2 × 10−3 worked well for the prediction of the
performance losses [13, 18]. Note that the comparable values for the skin coefficient could be obtained
in the isothermal case if the density in the center line was used for the definition of skin coefficient.

The maximum wall heat flux was estimated as 20MW/m2 and 131MW/m2 for the diluted and
non-diluted mixture, respectively. The experimental value for the wall heat flux was reported to be
8MW/m2 at 100 µs for 2 H2 – O2 mixture at an initial pressure of 101 kPa [20] and 10MW/m2 at
100 µs for 2 H2 – O2 mixture at 50 kPa [19]. In the present simulation, the heat flux for 2 H2 – O2 mix-
ture at 100 kPa became 1MW/m2 at the end of the domain around 7 µs. The discrepancy between these
experiments and the simulations might be due to the transition from laminar to turbulent boundary layer
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in the experiments, downstream of the mean DDZ. This indicated that the flow beyond the hydrody-
namic thickness was important for the estimation for the heat flux. Indeed, the hydrodynamic thickness
estimated from the 1D Favre average profile is 148.0 xind and the Reynolds number at the hydrodynamic
thickness is about 1.44×107. In fact, from Chinnayya et al. [6], the 2D detonation driving zone is known
to be non-planar, with the same topology as in condensed phase case. The hydrodynamic thickness is
taken here to be the distance between the mean sonic line and the leading shock. The hydrodynamic
distance encompasses the DDZ.

4 Conclusions

Viscous and thermal boundary layers developed behind the leading shock front. The flow was then
accelerated by the exothermic chemical reactions and the momentum diffusion from the wall. In the
isothermal case, the thermal boundary layer also caused the change in the reactivity, as highlighted by
Manson and Guénoche. The first change of the slope of the curve for the skin coefficient and Stanton
number was related of the thermicity peak, which induced the highest pressure gradient. The isothermal
and adiabatic cases were very different. The Stanton number for both mixtures showed the similar trend
regardless of the cell structure regularity. Different scaling laws have been obtained in different regions
in the DDZ, which can be used in models for detonations with wall losses.
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