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1 Introduction

The application of large-eddy simulation (LES) to scramjet combustors is rendered prohibitively expensive by the difficulty of simulating supersonic combustion. Finite-rate chemistry (FRC) approaches, while offering high fidelity, are often cost-prohibitive in scramjet simulations due to the grid resolutions required for an adequately-resolved LES of the complex compressible turbulence. Additionally, increased interest in the use of storable hydrocarbon propellants exacerbates this problem by the increased complexity of their chemical mechanisms. In contrast, typical flamelet models and other low-dimensional manifold models offer reduced computational cost, but are inadequate in representing complex combustion processes, including significant pressure variations, flame/wall coupling, and transient ignition and shock/flame coupling that occurs in this context.

The Pareto-efficient combustion (PEC) framework \cite{1} addresses this issue by dynamically assigning different combustion submodels in local regions of the computational domain. These are selected from a user-specified set of candidate combustion submodels, based on user-specified quantities of interest (QoIs) whose error is to be minimized. A user-defined parameter allows for adjusting the cost of the simulation to favor more or less expensive models. This framework enables tailoring the model assignment to specific applications, including the prediction of emissions, ignition, and spray combustion \cite{2, 3, 4}. This framework has been successfully applied to low-Mach simulations such as turbulent jet flames, where it has been demonstrated to significantly improve CO prediction compared to flamelet models at less than half the cost of a full FRC simulation, by applying FRC to only 9\% of the domain \cite{2}. As an expansion on earlier work applying the PEC framework to a scramjet engine \cite{5}, the present work presents comparisons with a full finite-rate chemistry simulation for the purpose of validation.
2 Computational Approach

The LES presented in this work numerically solves the fully-compressible, Favre-filtered conservation equations of mass, momentum, energy, and chemical species:

\[
\begin{align*}
\partial_t \rho + \nabla \cdot (\rho \mathbf{u}) &= 0, \\
\partial_t (\rho \mathbf{u}) + \nabla \cdot (\rho \mathbf{u} \mathbf{u}) &= \nabla \cdot (\tau + \tau_{sgs}), \\
\partial_t (\rho E) + \nabla \cdot (\rho E \mathbf{u}) &= \nabla \cdot [(\tau + \tau_{sgs}) \cdot \mathbf{u} - (\mathbf{q} + \mathbf{q}_{sgs})], \\
\partial_t (\rho \phi^m) + \nabla \cdot (\rho \mathbf{u} \phi^m) &= -\nabla \cdot (\mathbf{j} + \mathbf{j}_{sgs}) + \mathbf{S}_\phi,
\end{align*}
\]

where \( \rho \) is the density, \( \mathbf{u} \) is the velocity vector, \( p \) is the pressure, \( \tau \) is the stress tensor, \( E \) is the total energy, and \( \mathbf{q} \) is the heat flux; \( \phi^m \) represents the manifold-describing variables for the locally-applied combustion submodel \( m \), with corresponding flux vector \( \mathbf{j} \) and chemical source term \( \mathbf{S}_\phi \).

A detailed description of the PEC framework is presented in [1]. PEC determines the submodel assignment for each cell in the computational domain using a global algorithm, which minimizes the total error of the simulation subject to a total cost constraint [4].

The error represents the local difference between the true state \( \phi^m \) and the modeled state \( \tilde{\phi}^m \) for a particular submodel \( m \). In order to avoid the need for knowledge of the true state, which would require a high-fidelity reference simulation, thereby negating the benefits of the dynamic submodel assignment, a so-called drift term of QoI \( \psi \) and model \( m \), \( D^m_{\psi} \), is computed as a particular process of interest (PoI) \( \tilde{\pi} \), which has sensitivities to a set of QoIs, \( Q = \{ \tilde{\psi}_1, \ldots, \tilde{\psi}_{N_Q} \} \):

\[
\begin{align*}
\tilde{D}^m_{\psi} &= \tilde{p} D_t \tilde{\psi}_{\phi^m} - \rho \frac{\partial \tilde{\psi}^m}{\partial \phi^m} \cdot D_t \tilde{\phi}^m, \\
\tilde{D}^m_{\pi} &= \sum_{i=1}^{N_Q} \frac{\partial \pi}{\partial \psi_{\pi,i}} D^m_{\psi_{\pi,i}},
\end{align*}
\]

where \( \tilde{\psi}^m \) is the QoI evaluated using the solution of model \( m \). This drift term describes the growth rate of the manifold error, where the first term represents the material derivative of the QoI as predicted by a high-fidelity reference submodel, and the second term is the material derivative of the QoI as predicted by the manifold variables of model \( m \), \( \tilde{\phi}^m \). The drift term for the PoI is then computed as the sum of the drift terms for each QoI, weighted by the sensitivities of the PoI to each QoI.

These equations are solved using an unstructured finite volume solver [6, 7]. This solver uses a nominally fourth-order scheme for the viscous fluxes, and a sensor-based hybrid scheme for the Euler fluxes. A simple balancing splitting scheme is used for time-stepping, with a third-order strong stability preserving Runge-Kutta scheme being used for the non-stiff terms while a fourth-order semi-implicit Rosenbrock-Krylov scheme is used for the stiff reaction terms of the FRC submodel [8]. Numerical instabilities at discontinuities are avoided via a shock sensor based on density gradients, with a 2nd order essentially-non-oscillatory scheme being used in these regions. Isothermal, ODE-based wall models are used at each of the walls of the domain.

The set of candidate submodels for the PEC framework in this study comprises an FRC model using the 23-species skeletal ethylene-air mechanism of Zettervall et al. [9] and a flamelet-progress variable (FPV) model computed from this mechanism [10].
3 Experimental Configuration

The present work simulates the ethylene-fueled, cavity-stabilized model scramjet combustor at Research Cell 19 at Wright-Patterson Air Force Base [11]. This configuration is depicted in Fig. 1. The present work considers the configuration of eleven spanwise injectors in the cavity ramp region, which has been most commonly applied in this facility [12, 13].

The inlet air is supplied at Mach 2.0 by the RC19 facility nozzle [11]. The stagnation pressure and temperature of the incoming airflow are 483 kPa and 589 K, respectively. Ethylene fuel is injected through the injectors at 56 SLPM.

4 Computational Configuration

4.1 Domain

To reduce the computational cost, a spanwise periodic section containing two of the eleven injectors was isolated for this simulation, as in the work of Peterson et al. [14]. The domain captures a section of the flowpath beginning with the point where the bottom wall of the combustor begins to ramp downwards, and ending approximately 5 cm past the lip of the cavity ramp. Each injector was extended to a length $L = 1.5$ cm for $L/D \geq 5$, instead of modeling the full fuel plenum. A structured mesh with 5.1 million cells was developed for this domain, having a minimum grid spacing of 50 $\mu$m at the walls. This corresponds to a $y^+$ value of 50, which is suitable for the WMLES approach applied here.

4.2 Boundary Conditions

A subsonic mass flux-enforcing boundary condition is used for the fuel injectors, while the air inflow is injected with turbulence and a boundary layer profile derived from hybrid RANS-LES simulations performed by Peterson et al. [14]. All walls in this simulation are isothermal at a temperature of 300 K, and a supersonic boundary condition is applied at the outlet.

In this preliminary simulation, for the PEC combustion framework, four QoIs are considered: the mass fractions of CO, CO$_2$, H$_2$, and H$_2$O, each with equal weight. These have been selected because they correspond to the constitutive species of the progress variable, and are involved in the most significant exothermic reactions, thereby serving as a proxy for heat release [15].
5 Results

Contour plots of instantaneous and time-averaged results for this simulation are presented in Fig. 2. Here, we note the high-temperature turbulent combustion occupying the cavity. In the shear layer, turbulent mixing entrains air into the cavity and combustion occurs in this well-mixed region. The combustion submodel assignment is also depicted as an instantaneous snapshot in coordination with a time-averaged probability of FRC assignment. Finite-rate chemistry is applied to less than 11% of the domain, while FPV is applied everywhere else. There are two primary locations where FRC is applied: the turbulent shear layer and a portion of the cavity surrounding the point of injection. This aligns with expectations that these regions are chemically and hydrodynamically complex, so the FPV model underperforms. The strong flame interaction effects and significant pressure variations are both unaccounted for in standard flamelet models like the one used here, so FRC is required to accurately model these regions.

![Figure 2: Instantaneous (left) and time-averaged (right) contours of temperature (top, K) and submodel assignment (bottom) in the mid-plane section of the large-eddy simulation.](image)

A comparison of the results from the PEC simulation and a full FRC simulation are presented in Fig. 3. Here, we note good agreement in time-averaged contours of axial velocity, temperature, and heat release is achieved via PEC’s application of FRC to less than 11% of the computational domain. We additionally note that in both cases, the heat release rate is largely localized in the shear layer, especially near the upstream lip of the cavity, as well as a small region near the fuel injector. By comparison with Fig. 2, we note a correlation between the heat release and the application of FRC. This indicates that the PEC framework is correctly identifying the most chemically-active regions of the domain through the selection of products of major exothermic reactions as QoIs.

6 Conclusions

This study builds on prior work using the PEC framework for supersonic combustion. We have demonstrated that, via the selection of progress variable species as QoIs, we have successfully isolated the most chemically-active regions of the domain and locally applied FRC modeling in these regions. Furthermore, these regions represent locations where the complexities of supersonic combustion are especially present, which the low-order tabulated chemistry approach is unable to effectively model. We have additionally demonstrated that the results of this simulation, while applying FRC to less than 11% of the computational domain, agree with the results of a full finite-rate chemistry simulation in the regions of most significant heat release.
Figure 3: Comparison of time averaged contours of temperature (top, K), axial velocity (center, m s\(^{-1}\)), and signed magnitude heat release rate \( \dot{Q}^* = \text{sign}(\dot{Q}) \log_{10}(1 + |\dot{Q}|) \) (bottom) for a full finite-rate chemistry simulation (a) and the PEC simulation (b). On average, the PEC simulation applies finite-rate chemistry to less than 11% of the domain.
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