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1 Introduction

Detonations are intense supersonic reactions where the combustion wave propagates at the O(km/s) rel-
ative to the unburned fresh gas, accompanied by a pressure rise of 20 — 50 bar across the wavefront.
These reactions are characterized by their high pressure, temperature, and energy release, thus making
them of interest for various applications such as propulsion, energy generation, or industrial safety pur-
poses (e.g., nuclear power plant or coal mines). However, due to their complex, multi-dimensional, and
unstable nature, detonations are challenging to characterize and predict experimentally and numerically.
Commonly used experimental techniques to visualize and/or characterize the detonation structure are
smoke foils, non-intrusive techniques such as Schlieren, chemiluminescence, or planar laser-induced
fluorescence (PLIF) [1,2]. Among all these techniques, only a limited number of them can provide
quantitative measurements such as the cell size [3], the induction zone length [4], or the temperature
profiles [5]. Although it is not possible to extract quantitative quantities (i.e., reaction zone and in-
duction zone lengths) from OH-PLIF only, due to the intense laser absorption at the front [4, 6] and
the absence of OH in the induction zone near the shock, structure of the reaction front can be obtained
[6,7]. Rojas Chavez et al. [1,4] proposed a proof-of-concept to measure the induction zone lengths
(4A;), within an acceptable level of accuracy (near 2%), using the NO-LIF technique for NO seeded
hydrogen detonations mixtures at low pressure. These NO-LIF measurements were recently extended
to 2D in [8]. Such visualizations and quantitative measurements can be employed to verify and validate
the numerical solver for detonation applications.

In the present study, we made an attempt to evaluate the capabilities of our in-house OpenFOAM-
based detonation solver in predicting the experimentally observed (NO-PLIF) features of hydrogen-
oxygen detonation diluted with argon at low pressure. Our in-house spectroscopic code [9], called
KAT-LIF, is employed to post-process the NO fields and simulate the numerical NO-PLIF image from
the simulation. This paper focuses on a qualitative comparison between the numerical and experimental
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NO-PLIF images at one instant of the wave propagation, for which experimental NO-PLIF images are
available. Further quantitative comparisons of induction zone lengths during one cell cycle will be
addressed in our future study.

2 Numerical Methodology

Numerical simulations were performed using an OpenFOAM® (OF-v2012) based hybrid solver devel-
oped to simulate high-speed reacting flows by incorporating detailed chemistry. This in-house solver is
the compilation of native solvers viz., rhoCentralFoam, reactingFoam, and pimpleFoam developed based
on [10]. Note that the solver’s capability in predicting the global dynamics of detonation transmission
in a curved chamber has been tested and validated against experiments in a different OF distribution
(v4.1) [11] by conducting laboratory frame of reference simulations. In addition to the non-regression
testing, this newer version of the code enables to compute detonation simulation in the shock-attached
frame of reference (SFR) to save computational resources. The two-dimensional numerical simulations
were performed on a rectangular geometry for a weakly unstable mixture (2H2-O2-3.76Ar) at 20 kPa
and 295 K. The chemistry was modeled with 9 species and 17 reactions from the reduced mechanism of
Meével [6]. Although the solver includes the diffusive fluxes in the governing equations, we set viscosity
and thermal conductivity to zero for the present study, thus arriving at the reactive Euler equations as
shown below.

2.1 Numerical Methods

The solver uses the explicit Kurganov-Tadmor’s scheme to preserve the monotonicity across the hydro-
dynamic discontinuities by retaining a maximum acoustic Courant number of 0.1 for the simulations in
the shock-attached frame of reference. Fourth order Rosenbrock ODE (Ordinary Differential Equation)
solver is employed to integrate the chemical source terms. The Second-order Crank-Nicholson scheme
is used to discretize the time derivatives with adaptive time stepping based on the maximum allowable
acoustic Courant number.

2.2 Computational Domain, Initial & Boundary Conditions

The two-dimensional numerical simulation is performed on a rectangular domain of length, L, =
15.5mm, and height, L, = 22.5mm for a weakly unstable mixture, 2Hy 4+ O + 3.76Ar at 20kPa
and 295 K in the shock-attached frame of reference. We chose a uniform spatial grid resolution with
24 points per induction zone length (A; ~ 240 pm). This grid system is chosen based on a systematic
grid convergence study performed on three grids viz, 16, 24, and 32 points per A;. Of the three grid
system, 24 and 32 points per A; show similar smoke foil structure after convergence, indicating that the
solution is independent of the grid resolution when at least 24 points per A; are chosen. The solution
convergence for all the simulations is decided by ensuring no changes in the cell structure evolution
(in terms of regularity and cell size) in the numerical soot foils and the speed of the detonation wave
front. Figure 1a illustrates the temperature contour field used as the initial condition, where the fresh
gas mixture enters the domain from the left end side at the CJ velocity, Doy = 1804.25 m/s at 20 kPa
and 295 K (obtained from ZNDkin). The post-shock conditions are initialized with a ZND solution,
as presented in Figure 1b. Circular hotspots are used to perturb the planar shock and generate a multi-
dimensional detonation structure (pjgn = 50pg and Tjg, = 107p). We use fixedValue boundary for
all the variables at the inlet, zeroGradient boundary condition at the outlets, and s1ip conditions
at the top and bottom walls.
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Figure 1: (a) Temperature (K) contour at t = O s for the 2D SFR simulation on a 15.5 x 22.5 mm?
domain. (b) ZND profiles used for initialization at £ = 0 s.

2.3 Experimental - Numerical Comparison Procedure

In the present study, the numerical simulation results are compared with the experimental NO-PLIF
images obtained from [12] by following the same procedure as in [13] on OH-PLIF. Thus, the NO field,
obtained from the numerical simulation, is post-processed by our in-house spectroscopic code, KAT-
LIF, to obtain a synthetic (i.e., numerical) NO-PLIF image. Details on KAT-LIF validation and usage
can be found in the literature [1,9]. The same experimental setup, optical arrangement, and experimental
procedure as [4,9,12], was employed to obtain the NO-PLIF images.

3 Results and Discussion

Although the reaction mechanism does not include NO as a species, the numerical NO number den-
sity (nNo) is obtained from the other mole fractions by considering a constant concentration of NO
(Xno =2000 ppm) within the experimental field of view. Note that the 2000 ppm of NO addition has
a negligible effect on the detonation dynamics [4, 14], which enables employing the simulation results
from the unseeded mixture to perform the experimental-numerical comparison. In addition, the validity
of this constant concentration assumption was confirmed by 1D Zeldovich von Neumann D6ring sim-
ulations. The results are presented in Fig. 2(a) and evidence a satisfactorily low error (2% up to 404;
from the shock) between the two NO profiles, obtained with the detailed mechanism of Mével [15] and
the reconstructed NO profile from the reduced model [6]. As can be seen in Fig. 2(b), Xno between
the 2D simulation from OpenFOAM and ZND solution also agrees well near the detonation front (i.e.,
up to 104A;). The discrepancy between the two profiles after 10A; can be attributed to the fact that we
are not comparing time-averaged profiles. The region where both the profiles agree well lies within the
experimental field-of-view.

Figures 3(a), 3(b), and 3(c) compare the NO number density, the synthetic NO-PLIF, and the experi-
mental NO-PLIF obtained for the considered conditions. The experimental and simulation results show
a similar structure of the detonation front (i.e., a Mach stem and an incident shock). The domain size
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Figure 2: Comparison of NO mole fraction evolution behind the shock front, using ZNDkin, considering
the detailed model [15] and the reduced model [6] in (a). Comparison of NO mole fraction between the
reduced model, obtained with OpenFOAM simulation, and the detailed model [15], from ZNDkin. The
profile from OpenFOAM corresponds to a shock speed near CJ speed.

displayed in Figure 3 are normalized by the corresponding cell size (Aexp &~ 6 mm and A, ~ 4 mm) to
further evidence the similarities. After normalization, the structure of the front looks qualitatively simi-
lar between the NO number density, the synthetic NO-PLIF, and the experimental NO-PLIF, while some
discrepancies in the intensities can be observed. For more precise comparison, Figure 4 compares the
NO number density, the synthetic PLIF intensity, and the experimental PLIF intensity evolution along
the lines A, B, and C.
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Figure 3: (Left) Normalized non-reactive NO number density from the simulation. (Middle) Numerical
NO-PLIF obtained from the KAT-LIF code based on the nno field on the left. (Right) Experimental
NO-PLIF as reported in [12]. The dashed lines (A, B and C) in each figure represents the lines passing
through incident shock (IS), triple point (TP) and Mach stem (MS) respectively. The dimensions are
normalized by their corresponding mean cell size () in each case.

Qualitatively, the experimental LIF signal is strong in the von Neumann (vN) state and decays rapidly in
the reaction zone. This trend is also observed in both the NO number density field and the numerical NO-
PLIF images, at the incident shock and the Mach stem (along lines A and C in Figure 3). This tends to
indicate that experimental NO-PLIF images could be directly compared with NO number density fields
in these two regions. However, the line passing through the triple point (line B), the intensity of the
NO number density profile differs significantly from the experimental and KAT-LIF signal. We explain
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this discrepancy by the ratio of nyo and quenching rate (a quantity proportional to the LIF signal).
We found that quenching rate to be smaller in the region immediately behind the shock in comparison
to the nyo. While for x/\,um > 0.28, the rise in quenching rate is faster in comparison to the rise
in nyo, thus causing decay in the LIF signal. The former occurs due to the extreme thermodynamic
conditions that influences the quenching rate in NO which explains the disagreement between the n o
and KAT-LIF signal. Also, as previously concluded in [13] for OH-PLIF imaging, the LIF process needs
to be modeled in order to compare planar laser-induced fluorescence imaging with numerical simulation
results.
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Figure 4: Comparison of normalized nyo, LIF signal from numerical (KAT-LIF) and experimental
NO-PLIF along (Left) the line A passing through the incident shock (IS), (Middle) the line B passing
through the triple point, and (Right) the line C passing through the Mach stem. To obtain the 1D profile,
for the experimental NO-PLIF, the signal is averaged over 280 um in the y-direction, except for the line
C where the moving average is performed in the z-direction with an averaging window of 3 pixels (or
42 um).

4 Concluding Remarks

In the present study, we perform numerical simulations of two-dimensional detonation for a weakly
unstable mixture, 2H-02-3.76Ar at 20 kPa and 295 K in the shock-attached reference frame using an
in-house OpenFOAM-based detonation solver. The convergence of the solution is ensured with: a grid
independence study, by ensuring a CJ detonation propagation (near 0.99x D¢ y), and then monitoring the
numerical smoke foils to ensure that their regularity and size do not change significantly. The numerical
results are post-processed with KAT-LIF to obtain a synthetic NO-PLIF image. The numerical results
are compared and found to be in a qualitative agreement with experimental NO-PLIF images, for most
of the locations in the detonation front. Although the structural features and the LIF profile evolution are
reproduced by the numerical solutions, the dimensions of the detonation structure (Apym = 4.44 mm and
Aexp = 6.7 mm) deviate by a factor of 1.5. Further quantitative comparisons of induction zone lengths
during one cell cycle will be addressed in our future study.
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