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Abstract

The present paper is devoted to the numerical modelling of turbulent reactive flows in situations
where reactants are not ideally premixed. In this case, the description of the local thermochem-
istry requires at least two variables. Here, we chose the mixture fraction £ to describe the local
composition of fresh mixture and the fuel mass fraction Y’ to evaluate the progress of the chemical
reaction. The numerical model is based on the earlier analysis made by Libby and Williams (2000)
that led eventually to the LW-P model (Ribert et al. 2004). A two-scalar (Y7, ) Probability Density
Function (PDF) made of two or four Dirac delta functions is used to evaluate the mean chemical
rate. In the LW-P model, the parameters of the PDF describing the magnitudes and locations of
these Dirac delta functions are determined solely from the mean and variance of the two variables.
The model is applied to the calculation of a turbulent reactive flow of propane and air stabilized
by a plane sudden expansion of a 2-D channel (Besson et al. 2001). The reaction zone is fed by
two streams with different equivalence ratio (Fig.1). In the present work, the results obtained using
either a two Dirac delta functions PDF or a four Dirac delta functions PDF are compared.
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Figure 1: Experimental configuration
Figure 2: Domain D in the
composition space

Description of the LW-P model

min min

A normalized mixture fraction is defined as: { = (Y, — Y™ /(YR*® — Yu'™) where indices min
and max correspond to pure air and fuel respectively. It must be noticed that in the specific case
investigated here these two limits are never reached and ¢ stays in the range £(1) < £ < £(2). The
extreme situation where 0 < ¢ < 1 would correspond to a diffusion flame.

The mass-weighted joint PDF of § and Y is first assumed to be made of two Dirac delta functions:
P(&Y) =ad(Yy = Yp)d (€= &)+ (1—a) 0 (Yy — V) 6 (£ — &) (1)
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A four Dirac delta functions PDF will be also considered:
P(&Yy) =aP (Yy)d (= &)+ (1—a) P (V)6 (€ — &) 2
where P; and P, are the two conditional PDF at & =& and € = & respectively, defined as:

Pr = B5(Yy — Vi) + (1= B)8(Yy — Vo)

~ 3)
P2 == 7(5(Yf — Yfgl) + (1 - ")/)(S(Yf — Yng)
Consequently, the mean consumption rate of fuel Y} is defined through the following integral
_ w(&Yy) 5
w—p// P&, vy) dedy, @
p P& Yy) ! !

D is the domain where P is defined.

A single step Arrhénius law for the instantaneous rate of fuel consumption is used and, Eq.(1)
simply leads to the following expression for the mean reaction rate:

w=7pDa [ a Y11 Y02 (§1, Y1) exp (=T, /T (&1, Y51) )

5
+ (1 —a) YpYos (&2, Vi) exp (=Tu/T (&2, Y2)) ] v
Whereas using Eq.(2) and Eq.(3), it leads to:
@ =pDa o ( B YiYoo (&, Yru) exp (=14/T (61, Yr11) )
+ (1=0) Yp2Yor (&1, Vo) exp (=T /T (&1, Yr12) ) )
(6)

+ (1-a) ( v YiaYoo (&2, Yrar) exp (=10/T (§2, Vi) )
+ (1 =7) Yy2Yor (8o, Yi) exp (=Tu/T (§2, Yia2) ) ) ]

where Da = UyB/d. Uy and d are respectively the flow characteristic velocity and length scales
and B is the pre-exponential factor.

- Expressions for the parameters of a two Dirac delta functions PDF

Once modelled equations for mean and variance of § and Y; have been derived and considering
Eq.(1), it can be easily shown that both sets of values (£, Y7;) and (&2, Yy2) are located on the

straight lines defined by (5 - 5) / <Yf - ?f) = 4p, p = \/p&"/ pYy ? being the corresponding
slope. If no combustion takes place, the sign of the slope must be the sign of the pure mixing line,



see Fig.(2).

Accordingly, taking into account this latter point, the positive slope must be retained in the situation
depicted in Fig.(1) and the positions of the two Dirac delta functions are given by:

o=t/ 6o v=7 - e .

=y [ P Y=Yt gt

Introducing a curvilinear coordinate g on the straight line, this yields the following positions for
the delta functions:

g1=7- \/ S Nl #=7+ \/ Ty e ®)

«

A complementary assumption is needed to determine the magnitude « for the two delta functions
PDF. Ribert et al. (2004) propose to consider that the variation about the mean is given by the
variance only, so that:
gmam _ g

©)

gmax _ gmm

where g% and ¢™" are respectively maximum and minimum values of ¢ in the domain D.
It should be noticed that § = 0 and pg"? = p&"* + pYy 2,

- Expressions for the parameters in the case of a four Dirac delta functions PDF

In this case, a additional closed balance equation for the cross correlation p&” Yjﬁ’ /p must be solved.
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Figure 3: Locations of the four delta functions in the domain D

Two steps are then necessary to determine the PDF from Eq.(2).
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e ¢ and &, are first determined by using:
~ 1— I ~
a2 Genp  a-isf

e Then, on each line { = & and & = & in the plane (Y, §), the two Dirac delta functions
are determined by using conditional mean and fluctuating intensity of Y at §; and &y Y,

’1 /D), Yfg, pY”z/p) leading to:

Yin :f/fl - \/(1 ) (/)Y—flf)/ﬁ Yiar :?ﬁ - \/7(1;7) (p Y”2)/p

o W

’ (10)

Ve ﬁ 2 v v N2
Yf12:Yf1+\/m (hY7i7)/p Yf22—Yf2+\/m (pYy")/p

Four additional equations are required to set the values of the four still unknown quantities: ?fl,
Y12 /7). Yio (Y 152 /).

Among them, three equations are obtained by expressing the mean value, the intensity and the cross
correlation:

?f = Oz?fl + (1 — Oé) ?fg
( Y”2/p> +V2=a (Yﬂ + pY”z/p> Y (1—a) (Yf2 + pY”z/p> (11)
(Pﬁ"Yf'/ﬁ) + fo = Oéflyfl +(1—-a) 52171‘2

Then an additional closure assumption is obtained by stating that the conditional normalized fluc-
tuations intensities at &; and &, are the same:

pY}, pY 2/ [(Yf"f” - 57f1> <3~/f1 - Yf"fmﬂ

Y12 [(Yfgw _ ?f2> (?ﬂ _ Yf";mﬂ (12)

where Y"“" and Yf’?ax (¢ = 1, 2) are the values at the boundaries of the domain D on equilibrium
and pure mlxing lines respectively, see Fig.(3).

The same assumption as the one used for the two delta function model is invoked to evaluate the
magnitudes of «, 3 and 7, so that :

Y — Vi YR Y

£@2)-¢
( >_ 6 = ymaz _ szn 7= ymaz _ szn
f1 f1 r2 12

¢(1)

Within the four delta function model, it can be shown that the slope of the straight line defined by
the two points (§1, Y1) and (&2, Yy2) of the domain D is given by p = p§”Y}’/p§”2, see Fig.(3).




Results from numerical simulations

The LW-P model is implemented in an industrial CFD code developed by EDF: Code-Saturne (Ar-
chambeau et al. 2004). Numerical results are compared with the experiments of Besson (2001)
made on the flow geometry given by Fig.(1). Turbulent mixing is represented through a conven-
tional one-point two-equations £ — € model.

- Non reactive flow field

To characterize the flow without combustion, each of the two input channels are fed with a mass
flow rate of nearly 100 g/s of air. Fig.(4) shows the profiles of the mean axial velocity component ,
the mean transversal velocity component v and the turbulent kinetic energy k in the input channels
at ©/hg., = —5. The X-coordinate = /hg., = —5 corresponds to the input boundary condition of
our numerical mesh.
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Figure 4: Mean velocity components (u, v) and turbulent kinetic energy k at /e, = —5

A small asymmetry between the experimental profiles of the mean axial velocity can be noticed.
This slight difference between the two velocity profiles must be taken into account in these simu-
lations. In order to apply well-defined bondary conditions, two preliminary calculations of fully
developed turbulent channels have been carried out. Both calculations are identical but the mass
flow rates are slightly different. A sastifactory agreement is obtained between the imposed bound-
ary conditions and the experimental measurements provided by Besson (2001), see Fig.(4).

Fig.(5) shows the profiles of the mean velocity components (u, v) and the turbulent kinetic energy
k at the location of the plane sudden expansion (x/ hstep = 0) and in the combustion chamber at
z/hstep = 1.67 and x/hg.,, = 8.36. The calculated profiles of @ and v at =/ hg, = 0 show a good
agreement with the experimental results. Nevertheless, turbulent kinetic energy values are slightly
underestimated.

The experimental and calculated velocity profiles in the combustion chamber are very similar but
the lengths of the two recirculation zones are slightly underestimated. This is a well-known dis-
crepancy due to the k-e¢ model which is not able to predict the re-attachment lengths with sufficient
accuracy (Ha Minh, 1999). As a consequence of the small asymmetry existing between the two
velocity profiles at z/hg., = —b, the lengths of the two recirculation zones are quite different, see
Fig.(6).
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Figure 5: Mean velocity components (u, v) and turbulent kinetic energy k at x/hg., = 0 (first set
of curves from the top), at x/h,., = 1.67 (second) and at =/ hte, = 8.36 (third)

Figure 6: Velocity field (1m/s) and streamlines

- Fully premixed combustion

In a first step we simulate a fully premixed turbulent flame. In this case, the two models described
in the previous sections reduce to a single one.

Fig.(7) provides mean profiles in the case of mass flow rate of nearly 100 g/s of propane and air in
each of the two channels. Both incoming streams have the same equivalence ratio: ¢(1) = ®(2) =
0.8. The boundary conditions applied to the simulations are again asymmetrical. At x/h g, = —5,
profiles of u and v show a good agreement with the available experimental data whereas profiles
of turbulent kinetic energy are less satisfactory. Nevertheless, our calculations compare well with
experimental results once the coherent part of the fluctuations is removed (Besson 2001).
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Figure 7: Mean velocity components (u, v) and turbulent kinetic energy k at x/hge, = —5 (first

set of curves from the top), at x/hge, = 0 (second), at /g, = 1.67 (third) and at z/h., = 8.36
(fourth)

Fig.(7) shows that the acceleration behind the flame at /h ., = 8.36 induced by the expansion in
the burned gases is found to be less important than the one existing in the experiment. This trend
has been already observed in a previous calculation of the same flow, taking into account wall heat
losses and the use of a detailed chemistry (Ribert et al. 2005). It must be noticed that the simple
k-e model used here does not contain a mechanism taking into account flame induced turbulence.

Fig.(8) compares the experimental and simulated profiles of temperature in the combustion chamber
atx/ hstep = 1.67 and / hstep = 8.36. The maximum levels of temperature are higher than expected
from the experiments as shown by Fig.(8). This difference can be explained when heat losses
(through radiation and solid walls) as well as detailed chemistry are taken into account. However,
with our present objective which is to investigate partially premixed situations, the use of complex



chemistry is not envisaged.
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Figure 8: Mean temperature at z/h., = 1.67 and z/hg., = 8.36

Moreover, locations of the maximum temperature gradient as well as the flame brush positioning
in flow field are well recovered with this version of LW-P model based on a single step chemistry,

see Fig.(9).
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Figure 9: Mean chemical rate (s 1)

-Partially premixed combustion

The equivalence ratios of the two feeding streams are now considered as different. Two cases
are investigated, in the first one: ®(1) = 0.3, ®(2) = 0.9, and in the second: ®(1) = 0.7 and
®(2) = 0.9. In fact, fields of the mean reaction rate presented in Fig.(10) are obtained by using the
four delta function PDF. The fields obtained with the two delta PDF are found to be similar in the
regions where there is no interaction between the flame and the mixing layer. Results do show that,
the greater is the difference between the equivalence ratios of the two feeding streams, the more
asymmetrical is the mean flow, and the mixing layer thickness becomes larger (white line). In the
first case, the equivalence ratio ®(1) = 0.3 is even too low to lead to ignition.
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Figure 10: Mean chemical rate (s~'). Left: ®(1)=0.3 , ®(2)=0.9. Right: ®(1)=0.7 , ®(2)=0.9



Fig.(11) shows the profiles of u, v and k at z/h., = 1.67 and x/hg., = 8.36. The acceleration in
the burned gases is more important for the higher equivalence ratio.
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Figure 11: Mean velocity components (u, v) and turbulent kinetic energy & for ®(1)=0.3, (2)=0.9
at x/hg.,=1.67 (first set of curves from the top) and at x/hg.,=8.36 (second), for &(1)=0.7,
$(2)=0.9 at /hyyey=1.67 (third) and at z/h,=8.36 (fourth)

The relevance of each of these two forms for the PDF, depending on the value of the fuel air ratio,
can be investigated by looking at the cross correlation p&” Yjﬁ’ /p- When the two delta PDF is used,

this correlation is given by:
pEY] =/ pe" . pY}”?

G = pg"Y] [\/p€" pY}* =1 (13)

whereas when the four delta PDF is used, this cross correlation is determined through a modelled
transport equation. Figure (12) provides the result obtained when using the four delta functions
PDE. Clearly this ratio is found to be different from unity in the region where the flame and the
mixing layer interact. The sign of G is even found to change when crossing the flame. The value
of the correlation (pﬁ”Yf” / ﬁ) and the corresponding sign of the slope p, defined in the previous

in such a manner that:



sections of the paper, result from the competition between mixing and chemical reaction within the
domain of definition of the PDF. For sufficiently lean mixtures, in the vicinity of £(1), fluctuations
of £ around the mean values are expected to be essentially positive whatever is the value of Y
and the cross correlation is likely to be mainly driven by the mixing mechanism. This results in
positive values of (p§ " Yjﬁ’ / ﬁ) observed in the lower stream of the mixing layer. On the contrary, the

correlation (pg” Yjﬁ’ /ﬁ) is more likely to be driven by chemical processes for near stoechiometric
conditions £(2) resulting in the negative slope p sketched in Fig.(13). Consequently, the PDF made
of two Dirac delta functions does not seem to be adequate to describe the evolution of the PDF in
the near stoechiometric conditions of region (2) because in this part of the domain of definition of
the PDF, the slope or conversely the cross correlation is likely to be negative as sketched in Fig.(13).

vi (2)
| (1) NP
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-0.2 >0
xih,. =1.67 xih | =8.36 e P D
=
Figure 12: Normalized cross correlation G ¢ €@ £

Figure 13: Domain of definition D

Conclusion

Finally, as expected when considering the work already done by Ribert et al. (2004), the results
obtained using both the two delta and the four delta PDF are in good agreement with experimental
observations. Nevertheless, results reported in the present study supports the use of a four delta
PDF when significant variations in the equivalence ratio and near stoechiometric conditions are
considered.

The decrease of turbulent kinetic energy in the flame is probably due to the use of a first order
model (k — ¢) which does not take into account the turbulent production in the flame. A second
order model should be better in particular to take into account the counter gradient diffusion effects.
In this respect, the extension of the modelling approach discussed by Domingo and Bray (2001) is
now in progress to deal with reactive scalar transport in such kind of partially premixed media.
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